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Typically, computational fluid dynamic (CFD) solutions produce large amounts of data that
can be used for analysis. The enormous amount of data produces new challenges for effective
exploration. The prototype system EVITA, based on ranked access of application-specific regions
of interest, provides an effective tool for this purpose. Automated feature detection techniques
are needed to identify the features in the dataset. Automated techniques for detecting shocks,
expansion regions, vortices, separation lines, and attachment lines have already been developed.
A new approach for identifying the regions of flow separation is proposed. This technique assumes
that each pair of separation and attachment lines has a vortex core associated with it. It is based
on the velocity field in the plane perpendicular to the vortex core. The present work describes

these methods along with the results obtained.
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CHAPTER I

INTRODUCTION

Computational fluid dynamics (CFD) is the process of digitally simulating complex fluid flows.
An analysis of this type typically produces large amounts of data. For example, the results of
a steady three-dimensional CFD simulation on a 100 x 100 x 100 grid produces five scalars at
1e+06 points. For unsteady simulations, where multiple time steps are of interest, the data size
increases further. Because of the amount of data, analysis of these results is typically performed
using visualization techniques. The objective of visualization is to interactively transform the
data into a pictorial form for better understanding. Visualization of very large datasets is often
termed terascale visualization. Traditional visualization techniques do not work well for such large
datasets. Very large amounts of data also present new challenges in storage and transmission.
The increase in the size of the data that must be stored and transmitted produces a similar
increase in the needed memory and bandwidth.

The EVITA project [1] proposes a systematic solution to the problem of terascale
visualization. The key technology in the EVITA system prototype is the facility to provide ranked
access to application-specific features in compressed representations. The EVITA project focuses
on features of interest in CFD datasets. EVITA is similar to a client-server model with three
main components - a pre-processor, a server, and a client. The pre-processor is responsible for
identifying the regions of interest (ROIs), ranking and then, compressing them offline. The server
schedules the transmission of these ROIs to the client in a compressed state based on the ranking
of the features. The client receives these ROIs and decompresses them. The decompressed ROIs
are then displayed by the client. This way, the visualization of relevant features in the data

is optimized by reducing the amount of data transferred. The client needs to process only the
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relevant features rather than the whole dataset. Thus, the memory requirements on the client side
are minimized. A detailed description of the EVITA system is presented in the next chapter. The
present work deals with the development of a feature detection module for the EVITA system.

A feature is defined as a pattern occurring in the dataset that is of interest [2]. Shocks,
vortices, and flow separations are among the important features that occur in fluid flows. For
experimentally obtained data, visualization is done as a part of the measurement process [3]. In
such techniques, the flows are studied using seeding with particles or using photographs of surface
oil streaks. The seeding technique requires a large number of seeds to obtain high resolution of
the features. The features are identified by observing the particles in the flow. The use of oil
streaks requires tracing tangent curves on the surface. The features are identified by observing
these tangent curves. These techniques also yield two-dimensional images that may not capture
all the features of a three-dimensional flow. In numerical simulations, icons like streamlines,
streak lines, glyphs, and iso-surfaces can be used for visualization. There are some difficulties
associated with using these icons for feature detection [4]. For example, when a large number
of streamlines or streak lines are needed near a point to resolve a feature, it may be difficult to
visualize the feature because of the crowding of the icons at the point. The direction of a vector
field cannot be deduced accurately with the use of glyphs in a three-dimensional flow field. Using
these techniques, the user has to identify a feature by observing the pattern of the streamlines,
streak lines, glyphs, or iso-surfaces. Hence, techniques that require minimum user interaction
and do not need a prior knowledge of the locations of the features are desirable. Such types of
methods are called automated techniques. A detailed description about the work being done in
the field of visualization for CFD datasets is presented in [2].

Features may be characterized either by scalar or vector fields [2]. A feature detection
algorithm may use scalar fields as in the case of a shock or use vector fields as in the case
of a flow separation. Features can be classified as point-type, line-type, or region-type. Point
type features are features that can be described using a single point. Line type features are
features located on a curve in the flow field. Region type features are features that are defined

for a surface or a volume in the flow field. There exists another type of classification of features
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based on the locality of the data the feature depends on. In this context, features can be classified
as local or global. If a point can be identified as a particular feature by using the flow field at
that point and its immediate neighbors only, this feature is called a local feature. Global features
are those whose local characteristics may depend on the values at any point in the flow field.
Another type of feature called set-type feature is defined in [5] . In [5], a vortex is defined as
a set of points swirling around another set of points. Table 1.1 lists examples for the different

types of features discussed. A region-type feature can be detected by identifying the points in

Type of feature | Feature

Point type Critical point

Line type Attachment and separation lines
Region type Vortex

Local type Critical point

Global type Streamlines

Set type Vortex

Table 1.1: Examples for different type of features.

the region independently and then performing a segmentation. If an algorithm identifies a point
as a feature, then this algorithm is called point-based technique. If the algorithm identifies a
region as a feature, it is a region-based technique. If the algorithm uses the solution field of a
point and its neighbors only, it is a local-type feature detection algorithm. A global-type feature
detection technique may use the solution at any point in the flow field.

There has been much work in the general area of feature detection. Different techniques
for shock detection are presented in [6], [7], and [8]. These techniques are based on scalar
field variables or derived quantities such as Mach number and pressure, which depend on the
conservative flow variables. These methods can be classified as point-based, local-type feature
detection algorithms. Different algorithms for detecting vortex cores are presented in [5], [9],
[10], and [11]. The techniques for detection of separation and attachment lines based on velocity
vector field topology are discussed in [3], [12], and [13]. Except for [5], these techniques are either
local-type or global-type techniques. The vortex is defined as a set-type feature in [5]. Some of

these techniques identify features as line-type and others as region-type.
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The following specifications are considered for developing the feature detection module in
EVITA. This module is designed to take a structured grid and its solution field as inputs. Since
the segmentation map generator requires a scalar value for every grid node as an input, the feature
detection module should generate this as an output. Since EVITA deals with ROIs, the feature
should be identified as a region in the flow field. Segmentation is not required if a region-type
technique is used to identify the features. But, if a point-type algorithm is used, a segmentation
is necessary. Additionally, it is desired to indicate the relative strength of the feature at each
point identified by the scalar value assigned to the point. The present work discusses existing
techniques that can be used to identify shocks, expansion regions, vortices, separation lines, and
attachment lines as well as a new approach for identifying regions of separated flow subject to
the above specifications. Since the features should be identified as a region, some of the existing
techniques may not be sufficient for the present work. Hence, this work attempts to develop
automated techniques that can identify the features in the dataset as a point-type or region-type
features and assign a scalar value to every node identified to represent the relative strength of a
feature at that point. This work deals with some of the existing techniques that can be used for
this purpose along with a new technique for identifying separation layer.

Chapter II provides a brief overview of the EVITA system. Chapter IIT describes the existing
automated feature detection algorithms that can be used to identify shocks, expansion regions,
vortices, separation lines, and attachment lines. The new approach for identifying the separation
layer is also discussed in this chapter. The results obtained using these algorithms on a few
datasets are presented in chapter IV. Chapter V summarizes the present work and addresses the

future work that can be done in automated feature detection.



CHAPTER II

THE EVITA SYSTEM

This chapter explains briefly the workings of the EVITA system [1]. EVITA is a prototype
system for efficient storage, representation, and visualization of terascale datasets. The focus
of EVITA is on time-varying, computational fluid dynamic and oceanographic solutions on
structured rectilinear or curvilinear grids. The EVITA system is a client-server model which
consists of a pre-processor, a server, and a client as shown in figure 2.1. Each of the shaded
blocks in the figure can be considered as a module.

The pre-processor takes a structured rectilinear or curvilinear grid and its solution dataset
as inputs. The Feature Detector module performs automatic feature detection and outputs a
scalar value for every grid node. The Significance Map FEncoder module takes in the scalar
value output of the Feature Detector module as an input and generates a significance map. The
significance map generator identifies the features as regions of interest (ROIs) and labels them.
The labeling or ranking of these ROIs is based on a certain criteria. The Wavelet Transform
module generates multi-scale wavelet coeflicients for the field. Since the wavelet coeflicients arise
from multiple scales, a region cannot be identified using a single resolution significance map.
Hence, a multi-scale significance map is used to robustly resolve the features at multiple levels.
The Embedded Encoder module takes the grid, the wavelet transformations, and the significance
map as input and generates an embedded bitstream B. The embedded bitstream consists of
bitplanes of compressed ROIs in a particular order. The compression system chosen for encoding
the data should be suitable for both scalar and vector fields and must allow perfect reconstruction
of the original data. This compressed representation should also support partial reconstruction

of the original dataset as desired by the user. The ranking of the ROIs is obtained from the
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7
significance map to establish a baseline priority of the ROIs in B. The computational work of
feature detection, wavelet transformation, significance map generation, and generation of the
embedded bitstream is done in the pre-processor in an offline manner.

The server is responsible for transmitting the bitstream B to the client upon initialization
of the visualization subsystem by the client. For the purpose of transmitting the bitstream in a
manner requested by the client, a Transcoder is used. A Transcoder is defined as a processor that
converts, or translates, data encoded in one encoding into another encoding [1]. The information
about the ranking of the ROIs is obtained through a decoding of the segmentation map, S, by the
Significance Map Decoder. At the start of the visualization, the server transmits each bitplane
to the client in the same order as received in B. A user request to change the ROI rankings
is sent to the Priority Scheduler through the Controller. Based on the requested priority, the
Transcoder transmits the bitstream in a different encoding by simply relocating the bitplanes in
B.

The client is responsible for decoding the bitplanes transmitted by the server using the
significance map and the priority schedule. The Embedded Decoder performs the reverse
operations of the Transcoder in the server and the Embedded Encoder in the pre-processor on
the bitstream received. It produces the wavelet coefficients for each of the ROIs received. The
Inverse Wavelet Transform performs an inverse wavelet transformation on the wavelet coeffients
to generate the ROIs. Since the client knows the priority schedule on which the transcoder is
operating, it can reorder the bitplanes as desired. This data is passed onto the Visualization
Subsystem at frequent time-intervals. The Visualization Subsystem is responsible for displaying
the features. It is also designed to provide an user interface to control the display of the features
and the priority schedule of the ROIs. The Priority Scheduler in the client is responsible for
communicating the user control commands to the server. The results for a two-dimensional
vector field using the EVITA system are presented in [1].

The objective of present work is to enhance the Feature Detector module in the pre-processor
to facilitate automatic feature detection of selected features. The module is designed to take a

grid and its solution field as input and to identify the feature requested by the user. It outputs a
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scalar value (weight) to represent the strength of the feature at that particular point. A detailed

description of this library can be found in [14].



CHAPTER III

FEATURE DETECTION ALGORITHMS

In this chapter, feature detection algorithms for shocks, expansion regions, vortices, and
regions of separated flows are discussed. Each section discusses the various techniques that are

available for detecting a specific feature and the technique that was actually implemented.

3.1 Shocks

A shock wave is a compression wave that may occur in fluid flows when the velocity of the fluid
exceeds the local speed of sound. A shock is characterized by abrupt changes in flow quantities
such as pressure, velocity, and density. The Mach number decreases while the pressure, density,
and temperature increase across a shock. The properties of shocks are explained in more detail
in [15]. The change in physical quantities is often very abrupt and hence a physical shock is
nearly singular. In the case of numerical data, however, the discontinuity is typically smeared
over several grid cells given the numerical approximation of the fluid dynamic equations and
ensuing errors of the numerical implementation. A shock detection problem can be treated as an
edge detection problem as in [6] or can be approached using the dynamics of fluid flow as in [7],
[8], and [16].

In [6], a shock detection method based on the density gradient is used to detect steady shocks.
The first and second derivatives of density in the direction of the local flow velocity are calculated.
If the second derivative is zero and the first derivative is positive, a discontinuity is assumed to
be present at that point. This technique is applied to all the nodes in the flow and the nodes
where the shock is present are identified. Due to the numerical approximation associated with the

computation of the derivatives, the second derivative may not be exactly equal to zero at many
9
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points where a shock is present. Therefore, a threshold value must be chosen for this purpose.
Some of the problems with this technique are discussed in [8]. According to [8], this technique
would also detect other features such as expansion waves when the pressure gradient is in opposite
direction of the velocity (VP -V < 0). In [7], three quantities called feature detectors are defined
for a two-dimensional case to represent expansions and compressions in the flow direction and
shear gradients normal to the flow. The feature detectors used are the negative, positive, and
normal components of density gradient with respect to the local velocity vector. A threshold
value is chosen for each of the detectors. The feature detectors are evaluated at all the nodes and
if the value of the detector is less than the corresponding threshold value, it is zeroed. A given
node is said to be a part of a relevant feature if any of its feature detectors are non-zero. The
set of points that originate from the same feature detector and are physically connected to one
another form a group. Each group is treated independently and tests are conducted to identify
the group as a shock. This technique involves tracing of lines similar to streamline tracing and
choosing three threshold values. A method based on this technique is used to identify the shocks
in [16], where the nodes identified as a part of shock are further segmented to form regions of
interest. A wavelet analysis is performed on each region of interest to produce a denoised and
significantly localized description of the feature. Image processing techniques are used to extract
the exact shape of the shock.

Another method using the dynamics of the flow is described in [8]. This technique uses the
Mach number normal to the shock, i.e., the Mach number based on the velocity component
normal to the shock. The normal Mach number is taken to be the Mach number in the direction
of the local pressure gradient vector, as the local pressure gradient is assumed to be aligned
with the shock surface normal. In a two dimensional case, contours of normal Mach number are
created and the M, = 1 curve forms a boundary for the shock. For a three-dimensional case,
an iso-surface of M,, = 1 is used to visualize the shock. A correction term for a transient shock
is also suggested in the paper. This technique may produce better results than the technique
described in [6], as it does not identify other features such as expansions and it does not involve

tracing of lines as in [7]. The algorithm described below borrows heavily from this technique.
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3.1.1 Stationary Shocks

Consider the oblique shock wave shown in figure 3.1. The upstream flow, region 1, is horizontal

Region 1 Region 2

Figure 3.1: An oblique shock wave

with a Mach number M; > 1 and the downstream flow, region 2, is inclined upward at an angle ¢
with a Mach number My < M;. The Mach number components normal to the shock are M,; > 1
and M,> < 1 for the upstream and downstream flows respectively. The technique implemented is
based on the pressure gradient and the normal Mach number. It is known from the dynamics of
fluid flow that the velocity component normal to the shock changes from supersonic to subsonic
across a shock. It is assumed that the local pressure gradient vector is in the direction of the
normal to the shock. Thus, the normal Mach number is the Mach number component that is
aligned with the local pressure gradient. It is also known that the shock is compressive in nature.
It can be deduced from [7] that the scalar dot product of the local pressure gradient and local
velocity vector can be used to identify compression or expansion at a node. If this product is
greater than zero, the node is assumed to be located in a region of compression, otherwise it

is assumed to be in a region of expansion. The normal Mach number can be calculated using
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equations 3.1, 3.2, and 3.3 as shown.

. VP
-1 . (——_ 1
P
a=4/— 3.2
5 (3.2)
Vv, V VP . VP
M,=-"=".2" M.t )
a ~a VP VP] (3:3)

The nodes where the normal Mach number changes from greater than one to less than one in the
direction of the flow are included in the set of points representing a shock. The implementation
of this technique is described in the following paragraph.

Consider a two-dimensional curvilinear grid as in figure 3.2. If the scalar dot product of 7
I

@ M, a node5>1
@ > anode3<1
A

| V(velocity vector)

O &5~
O ©® @

Figure 3.2: Grid nodes in two dimensions

and V is greater than zero, where 7 is the position vector of the neighboring node with respect
to node 5 and V is the local velocity vector at node 5, then the neighboring node is taken to be
in the direction of the local flow. If the normal Mach number at node 5 is greater than one and

if any of its neighbors are in the direction of the flow and have a normal Mach number less than
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one then node 5 and that neighbor are associated with the region of a shock. It is assumed that
the normal Mach number changes from greater than one to less than one somewhere between
these nodes.

There may be small disturbances in the pressure gradient due to numerically induced Mach
waves. To avoid detection of these small disturbances in pressure as part of a shock, a filtering
based on pressure gradient is applied. If the pressure gradient at a node is less than a threshold
value, the node is discarded. For nondimensional pressure gradients, the threshold value is chosen
to be 0.1 as in FAST[17] and PLOT3DJ[18]. The same technique is applied to all the nodes in
the field and the shock is identified. A similar technique is applied for a three-dimensional case.
Instead of considering the eight neighboring nodes, all the twenty six possible neighbors are taken
into account.

Once the nodes are identified, a normalized scalar value denoted by Wgpecr is assigned to
each node to represent the strength of the shock at that node. The value assigned for a node is
given by the equation 3.4. The term |V P|maz— shock iS the maximum magnitude of the pressure

gradient in the region identified as shock.

VP

_— 3.4
|VP|mam—shock: ( )

Whock =

3.1.2 Transient Shocks

The assumptions used to detect a steady or a stationary shock are not applicable to moving
or transient shock. However, if the observer is traveling with the shock and all the velocities
are measured with respect to this translating frame of reference, the technique used for steady
shock detection can be used. As the velocity of the shock is not known initially, the velocity field
with respect to the required reference frame cannot be obtained. The Lagrangian derivative of

pressure, given by equation 3.5, provides the time derivative in the appropriate reference frame.

pP 9P
S = TV VP (3.5)
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Division by (|VP|a) yields,

1l 1DP _ 1 19P . VP

VPla Dt [vPlaot VA (36)

Note that the expression on the right side of the equation 3.6 is same as equation 3.3 with the
addition of an unsteady term.

Since the solution field may easily be available at only a single time step, the time derivative
of pressure must be calculated indirectly. Thus, the time derivative of pressure is approximated
using known variables as done in [8]. For this purpose, an isentropic flow is assumed across a

shock. Equations 3.7 and 3.8 state the isentropic flow condition and the conservation of mass.

oP _ ,0p

o o 37
Op
— . =0 3.8
S+ V(o) (33)
Equation 3.9 is obtained from equations 3.7 and 3.8.
OP 9
T V- (pq) (3.9)
From equations 3.6 and 3.9, we obtain,
1 1DP 1 -~ VP
z —— . M. —. 3.10
NPla Dt - Owr Y P HM (3.10)

However, it is well known that the flow is not isentropic across a shock. Another
approximation term can be obtained from the laws of conservation of mass and momentum
[8]. Based on this assumption, equations 3.11 and 3.12 are obtained.

P _

— = (= D=V (pGF) = 7 (VP + Vpia) — ¢’V - (p@)] (3.11)
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1

VP

Q=

Br = &= D=V (odE) — 7+ (VP + Vpdd) — ¢*V - (o)
+55F

(3.12)

The term on the right side of the equation 3.12 is evaluated at all the nodes. The nodes where
the value of this term changes from greater than one to less than one can be identified as a part
of a moving shock. This is similar to the steady shock detection technique where the normal
Mach number is considered instead of this term. The same filtering technique based on pressure
gradient is used. The nodes identified are assigned a scalar value given by equation 3.4 to
represent the strength of the shock at that node.

The algorithm for shock detection can be summed up as follows:

1. If the flow is steady, calculate the normal Mach number given by equation 3.3 at all nodes.

If it is unsteady, calculate the term given by equation 3.12 at every node.

2. Identify all the nodes where the value of the term calculated in step 1 changes from greater

than one to a value less than one in the direction of the velocity vector at that point (Figure

3.2).
3. Calculate the maximum value of |VP| at the nodes identified in step 2.

4. Assign a scalar value Wpocr, given by equation 3.4 to these nodes.

3.2 Expansion Region

Regions of expanding flow occur naturally in many flows. A special case of an expanding
region, an expansion fan, is a continuous expansion region formed by an infinite number of Mach
waves. Figure 3.3 shows a typical expansion fan. The Mach number increases while the pressure,
density, and temperature decrease through an expansion fan. In contrast to a shock, there are
no discontinuities in the flow variables. The streamlines are continuous and the flow is isentropic
across an expansion fan. The expansion fan is bounded by two Mach waves - the forward and

the rear-ward Mach waves. Expansion fans are extensively described in [15].
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Figure 3.3: Expansion fan

As mentioned earlier, the scalar dot product of the pressure gradient and the velocity vector
gives information about the flow being compressive or expansive. If the value of VP - V is less
than zero, the fluid is flowing in the direction opoosite to that of increasing pressure, and is
thus expanding. The nodes where the flow is supersonic and expanding can be identified as an
expansion region. Thus, if equations 3.13 and 3.14 are satisfied at a node, the node is associated

with an expansion region and a normalized weight Wegpansion given by equation 3.15 is assigned

to it.
VP-V <0 (3.13)
M= % >1 (3.14)
VP
w. B (3.15)
erpansion |vplmaz7ezpan

The term |VP|map—ezpen i the maximum magnitude of the pressure gradient of the points
identified as an expansion region.

The algorithm for identifying an expansion region can be summed up as follows:

1. Calculate the Mach number and value of VP - V.
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2. If the value of M is greater than one and the value of VP - V is less than zero at a node,

then that point is identified as a part of expansion region.

3. The nodes identified are assigned a value Wezpansion-

3.3 Separated Flows

Flow separation and vortical flow are important features in fluid flow that have received
considerable attention. A large number of methods for detecting these features have been
published. A new technique to detect regions of separated flow, described in the following
sections, uses the location of the vortex cores and separation and attachment lines in the flow
field. Hence, before discussing the technique used for detecting the regions of separated flow,
a discussion about the various methods that can be used for detecting vortex cores, separation

lines, and attachment lines is presented.
3.3.1 Vortices

Informally, a vortex is defined as a swirling flow pattern around a central point. In many
reported publications, a vortex is defined as a region that satisfies a particular set of conditions.
Various definitions for a vortex are presented in [5], [9], [10], [11], [19], [20], and [21]. Excellent
reviews of the existing methods are given in [2] and [22]. Each of the techniques is either a region-
type or a line-type feature detection algorithm. These can be re-classified as a local-feature, a
global-feature, or a set-feature based algorithms as described earlier.

The method described in [11] can be classified as a region-type, local-feature based algorithm.
This technique is based on the local velocity gradient tensor. It is assumed that a point is located
in the region of swirling flow if the eigenvalues of the velocity gradient tensor at that point are
complex. The same technique is applied to all the points in the flow to obtain the regions of
swirl. A parameter called “intrinsic swirl parameter” (7) is defined at a point to estimate the

tendency of that point to stay in a region of the swirl. The value of the parameter is given by
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equation 3.16,

T = feon (3.16)
torbit

The quantity, torp¢, given by equation 3.17, is the period of motion of the spiral path of a swirling

particle,

2w

orbit = ~ 1
ot = T ) 10

where I'm(A1,2) is the imaginary part of the complex conjugate pair of eigenvalues. The quantity,

teony 1S Obtained using equation 3.18

L
t = 1
conv Vco,n,u (3 8)
where
Vc2onv = |‘7|2 - (ﬁ ) V)2 (319)

L is a characteristic length associated with the size of the region of complex eigenvalues and
Veonv, given by equation 3.19, is the velocity of a point in a plane whose normal is parallel to the

real eigenvector (77). Combining equations 3.16, 3.17, and 3.18, we get

L Imup)|L

3.20
27‘-“/20’”’0 ( )

This parameter is assigned to every point identified to represent the strength of swirl at that
point. According to [11], the swirl has a nonzero value in the regions containing vortices and
attains a local maximum in the core region.

The method described in [10] can be classified as a local-feature, line-type detection algorithm.
The algorithm is based on the critical point theory. Critical points are the points where the

streamline slope is indeterminate because the velocity is zero. According to this theory, the

Bu.;

eigenvalues and eigenvectors of the matrix 3
J

, define the flow pattern about a critical point. If
the eigenvalues are complex, the flow is assumed to spiral about the eigenvector corresponding to

the real eigenvalue in a plane normal to this eigenvector. For swirling flows whose centers are not
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critical points, a parameter called reduced velocity is defined. The reduced velocity is the velocity
obtained after subtracting the velocity in the direction of the eigenvector corresponding to the
real eigenvalue from the velocity at that point. The reduced velocity is given by the equation

3.21 where i is a unit vector parallel to the real eigenvector.
Vreducea =V = (V +7i) (3.21)

If the reduced velocity is zero at a point, that point is assumed to be at the center of the swirling
flow. A line segment is formed by connecting all such identified points to form a vortex core.
This method is similar to the one suggested in [11]. The term Viop,y, considered in [11], is the
magnitude of V}educed used here. This method assumes a linear vector field. A correction term
is provided for curved or bent vortices in [9].

A region-type, local-feature based detection technique is described in [20]. It extracts the

region where the equation 3.22 is satisfied and considers this region to be a vortex.

<

(3.22)

=4 =4
Il
—

<!1_<!1

B

In equation 3.22, V is the velocity vector and VV is the velocity gradient tensor. It assumes
that a vortex core occurs when the velocity vector is parallel to the vorticity vector. In [19], it
is assumed that a vortex core is a streamline of vorticity with the pressure being minimum at
the core. This is a global, line-type feature detection algorithm. A region-based, local-feature
based technique is described in [21]. This approach is based on the symmetric deformation tensor
S = % (VV + (VV) T) and the antisymmetric spin tensor Q= % (VV — (VV) T). According
o [21], if the second largest eigenvalue of 52 + 02 is negative or if the second invariant of
z (|6|2 -8 |2) is positive, that point is contained within a vortex.

The method proposed in [5] is a set-feature method based on winding angle. The winding
angle is a measure of the rotation of the streamline with respect to a point not belonging to

the streamline. The winding angle of a streamline swirling around a center is greater than 360
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degrees. It is assumed for a two-dimensional case that streamlines spiral about the center. For
a grid node, if a streamline starting from any of its neighbors has a winding angle greater than
360 degrees, then that node is assumed to be located in the core. In a three dimensional case,
it can be assumed that the streamlines spiral about the center in a plane normal to the vortex
core. One of the techniques suggested in [10] or [11] can be used to obtain the location of the
vortex cores. The method described in [11] is used in [1] and [23] for detecting regions of swirl

and vortex core.

3.3.2 Separation and Attachment lines

The various methods that can be used to identify the separation and attachment lines are
discussed in this section. Flow separation or attachment occurs when a flow abruptly leaves or
returns to a solid body respectively. The line along which the flow leaves the body is called
the separation line and the line along which flow attaches is called the attachment line. The
conventional method for visualizing flow separation is to construct integral curves such as streak
lines or streamlines using a large number of seeds placed near the surface. These curves converge
along a separation line and diverge along an attachment line as shown in figures 3.4 and 3.5.
Automated methods for the detection of separation and attachment lines, presented in [3], [12],
and [13] are based on critical point theory. A brief description of critical point theory, as described
in [3], is presented here.

A tangent curve of a vector field is a curve for which the tangent vector at any point along
the curve is parallel to the vector field at that point. In the case of fluid flows, the vector field is
the velocity field. The tangent curves near a critical point define the behavior of the flow around

that point. As noted previously, the nature of the flow around a critical point is defined by the

Ou;

a.-, at that critical
J

eigenvalues and eigenvectors of the Jacobian matrix of the velocity vector,

point. A critical point can be classified based on the eigenvalues. Table 3.1 lists the possibilities
for a two-dimensional case. A detailed description of the critical point theory and vector field

topology is presented in [24].
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Figure 3.4: Streamlines near separation and attachment lines

Type of point Eigenvalues
I, I, - imaginary part
Ry, Ry - real part

Attracting node | Ry, R> <0 I =1,=0
Attracting focus | Ry = R2 < 0 L =-I,<>0
Repelling node Ri,R>>0 L =1,=0
Repelling focus Ri=Ry>0 L1 =-1<>0
Center Ri=Ry=0 L1 =-1<>0
Saddle R <0,R;,>0 6L =I,=0

Table 3.1: Classification criteria for critical points

According to [3], the saddle point and the attachment and detachment nodes are the only
points where unique tangent curves end on the point itself. Tangent curves are drawn from all the
critical points in the flow field. This generates one curve for each attachment and detachment
node and four curves for each saddle point. Based on this classification, the attachment and
detachment nodes are identified. The above algorithm is extended to three-dimensional case in
[12]. The vector field of a plane one computational unit above the surface of the body is projected
onto the surface. Tangent curves are generated from the saddle or the node-type critical points

in the real eigenvector directions. These are classified as separation or attachment lines based
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on the sign of the eigenvalues. This approach assumes that the separation and attachment lines
start at a saddle point or a node and end at another saddle point or a node. This type of
separation is called a closed separation. A technique to detect both open and closed types of
separations is presented in [13]. This technique is based on the critical point theory and assumes
a linear vector field. This technique is chosen because it considers both types of separations. The
implementation is discussed in the following paragraph.

It is assumed that the computational domain consists of triangles and the vector field is
available at every vertex. The velocity field of a plane one computational unit above the surface
in computational space is considered. The coordinates and the velocity vectors of the triangles
are transformed from a three-dimensional to a two-dimensional basis. Based on the transformed
data, a linear vector field is constructed for each of the triangle using equation 3.23, where (z,y)
are the cartesian coordinates and (Z,y) is the tangential velocity or shear stress vector. The
coefficients a1, as, b1, ba, ¢1, and ¢y are constants. These constants are computed by substituting
the coordinates and the velocity vectors of each vertex of the triangle in the equation 3.24. In
equation 3.24, (z;,y;) and (&;,y;) are the position coordinates and the velocity of the ith vertex

of a triangle.

T a b ¢ T
= + (3.23)
Y as by c y
1
ay 1 =1 »n T
by | = 1 2o w T2
C1 1 T2 Y2 353
and (3.24)
1
as 1 1 y» Y1
bo = 1 2o yo Y2
Co 1 22 o Y3

If the discriminant of the Jacobian matrix is greater than zero and both the eigenvalues are

non-zero, the eigenvectors of the Jacobian are calculated. The critical point for the triangle is
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calculated and the triangle is projected onto a phase plane using equations 3.25 and 3.26. The
coordinates of the triangle are transformed to a canonical coordinate system by projecting onto
the phase plane. In this coordinate system, the eigenvectors are perpendicular to each other.
Substituting £ = 0 and § = 0 in equation 3.23 for a critical point, we obtain,

_ aszc1—aica — aiba—asbs | 3.25
Tep = bica—bac1 Yep = bica—bac1 ( )

-1
X €1 N T — Tep

= (3.26)

Y € M2 Y= Yep
The left side of the equation 3.26, z and y, are the position coordinates in the phase plane.
(€1,€2)T and (m1,m2)T are the eigenvectors of the Jacobian. The phase portrait of the triangle
can be classified as a saddle point, a repelling node, or an attracting node based on the eigenvalues

of the Jacobian. Table 3.2 lists the conditions for each kind. Figure 3.5 shows the different types

of phase portraits that arise in linear vector fields. The phase portrait of a proper node, a spiral,

Type of Phase Portrait | Eigenvalues - e1, ea
Saddle e1 <0< ey
Repelling Node 0<e <e
Attracting Node e1 <ex <0

Table 3.2: Conditions for different phase portraits
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Figure 3.5: Different types of phase portraits

and a center do not have limiting streamlines as in the case of a saddle point, a repelling, or an
attracting node. A triangle with either one eigenvalue equal to zero or with imaginary eigenvalues

gives rise to a center, spiral, or a proper node which does not have limiting streamlines. Since
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a separation line is a limiting streamline on which adjacent streamlines converge, the Jacobians

with either one eigenvalue equal to zero or with imaginary eigenvalues are not considered. If the

phase portrait contains a saddle point or a repelling node and the line x = 0 intersects the triangle,

the attachment line is assumed to pass through the triangle. If the phase portrait contains a

saddle point or an attracting node and the line y = 0 intersects the triangle, the separation line

is assumed to pass through the triangle. This technique is applied to all the triangles on the

surface and the separation and attachment lines are identified.

The algorithm can be summed up as the following steps:

10.

. If a structured grid is provided, triangulate the grid on the surface. Project the velocity

vectors of a plane one computational unit away from the surface onto the surface.

Transform the postion coordinates and velocity vectors of the triangle vertices from a three-

dimensional basis to a two-dimensional basis.

Calculate the coefficients in equation 3.23 using equation 3.24 and assemble the Jacobian.

Calculate the determinant of the Jacobian. Stop if the discriminant is negative.

Evaluate the eigenvalues of this Jacobian. Stop processing if one of the eigenvalues is zero.

Calculate the critical point using equation 3.25.

Project the triangle onto the phase plane using equation 3.26.

Using Table 3.1, determine the phase portrait.

If the phase portrait conatines a saddle or a repelling node and the line x = 0 passes through

the triangle, attachment line is assumed to pass through the triangle.

If the phase portrait is a saddle or an attracting node and line y = 0 passes through the

triangle, it is assumed that a separation line passes through the triangle.
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3.3.3 Separation Layer

In this section, the new method for detecting a separation layer is discussed. The vortex
cores, separation lines (SLs), and attachment lines (ALs) discussed in the previous sections are
line-type features. To identify separation as a region-type feature, a new technique for detecting
a separation layer is required for the present work. The separation layer can be defined as
the boundary of a separated flow formed by streamlines that separate from the surface of the
body. The method is designed to identify the separation layer assuming that a vortex core is
present for every SL/AL pair. Figure 3.6 shows the cross-section of such a three-dimensional

flow separation. For convenience, the surface of the body is assumed to be k = 0 plane or x-y
J point on vortex core
I
streamlines

Separation Layer

point on SL point on AL

SURFACE

Figure 3.6: Cross section of a three-dimensional flow separation.

plane in computational space and the directions in the surface are the i and j axes. In cases
where the separating streamlines reaches the surface at an AL as in figure 3.6, it is sufficient
to identify the surface traced by the streamlines starting from different points on the SL. The
above condition may not be true in a cross-flow separation with high axial velocity because the

separating streamlines may exit the boundaries of the flow field before reaching the surface. It is
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reiterated that this technique is designed to only identify those separated flows that are described
by the schematic shown in figure 3.6.

One possible technique, based on the direction of the flow at the SL and AL, attempts to pair
an SL with an AL initially and then identify the region in-between these lines. This is explained

using figure 3.7 which shows a simple flow separation with only one SL/AL pair. A streamline

Streamlines
forward backward

4

J
k/ i

Separation line (SL)
() 81| JuswyIe)e-0Y

direction of separated flow
direction of the streamline
approaching apoint on AL.

Figure 3.7: A simple flow separation.

can be integrated starting from a point on the SL to identify the direction of the flow leaving the
SL. A streamline can be traced backwards from a point on an AL to identify the direction from
which the streamlines approach the AL. If the direction of the separating streamlines is same as
the direction of the attaching streamlines as in figure 3.7, the SL and the AL are paired up. In
cases where the velocity component normal to the surface of a point on an AL is positive due to
computational inaccuracies, this technique fails because the streamline traced backwards from
that point ends on the surface. This technique can also cause problems if there is more than
one SL/AL pair. Hence, a new technique to detect separation layer based on the vortex cores is

proposed. A definition of vortex as given in [25] is as follows:

A vortex exists when instantaneous streamlines mapped onto a plane normal to the
vortex core exhibit a roughly circular or spiral pattern, when viewed from a reference

frame moving with the center of the vortex.
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From [12], it is deduced that an SL/AL pair is associated with a vortex core. In [5], it is stated
that the winding angle of a streamline projected onto a plane normal to the vortex core is greater
than 360 degrees. Hence, it can be assumed that a streamline starting from a point on an SL
restricted to a plane normal to the associated vortex core re-attaches to the surface at a point
on the corresponding AL. This is shown in figure 3.8. If the vortex core considered is contained

point on vortex core

=

point on SL point on AL

Surface

Figure 3.8: Typical streamlines in a plane normal to the vortex core

in the region traced by the above streamline, then the SL and the AL are paired. A number
of streamlines starting from different points on the SL in this local restricted plane can be used
to obtain the surface traced by the separating streamlines. The implementation details of a
technique based on this approach are explained in the following paragraphs.

The SLs and ALs are identified using the technique discussed in the previous section [13]. If
there exists more than one surface in the flow field, the method is applied to each surface. The
locations of the vortex cores are obtained using one of the line-type feature detection algorithms
discussed earlier. As previously stated, the SLs and ALs are sets of points on a surface. Due to the
no-slip condition, the velocity vector of a point on the surface is zero. Hence, a streamline starting
from a point on an SL actually refers to a streamline starting from a point one computational unit
away from the surface. For example, if the point chosen on the SL in computational coordinate

system is (41, j1,0), the streamline is actually integrated from the point (i1, j1,1).
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A streamline initiated from a point on an SL is restricted to the local plane normal to one
of the vortex core using the velocity component of the point in that plane. Consider figure 3.9

which shows an SL and a vortex core. §is the position vector, with respect to origin, of the point

point on SL

point on vortex core

Figure 3.9: The geometry of an SL and a vortex core.

on the SL from where the streamline is drawn. Let ¢ be the position vector of a point on the
vortex core and 77, be the local tangent to the vortex core at ¢. Since the line joining § and &
should be normal to 7,, ¢ should be chosen such that |8 — ¢] is a minimum. The local tangent
(7iy) is considered to be normal to the required plane. The velocity at the point §in the required
plane is obtained by subtracting the velocity component in the direction of 7, from the velocity

of the point. The reduced velocity (V}) for any velocity vector (V;) and local tangent vector (i)

can be obtained using equation 3.27.

It should be noted that this reduced velocity is same as the reduced velocity described in [10].
V; is the velocity of a point in computational space and is obtained using tri-linear interpolation.
The streamline integration is done using a fourth-order Runga-Kutta scheme.

Figure 3.8 illustrates a case in which a separated streamline reaches the surface. However,

there are other cases where a separated streamline does not reach the surface as shown in figure
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3.10. This type of behavior may be due to the computational inaccuracy involved in dealing with

point on vortex core

point on SL \i point on AL
7 .
~— — B by

SURFACE

Figure 3.10: Various paths a streamline can take.

the small velocity magnitudes near the surface which are usually small numbers. This may also
arise due to the location of the point chosen on the SL. Consider figure 3.10 where streamlines
are integrated from different points near an SL. In some cases, the streamlines re-attach to the
surface, in some cases, the streamline moves into a vortex and, in some cases, it leaves the flow
field before re-attaching to the surface. Hence, depending on the point from where the streamline
is initiated, the streamline could take one of the paths shown in 3.11(a), (b), or (c). In figure
3.11(a), the separated streamline reaches a point from where the streamline moves only in the k
direction and leaves the flow field. In such cases, the streamline integration is stopped once it
moves less than a threshold value in both i and j directions. The last point traced is taken to
be the endpoint. In figure 3.11(b), the separated streamline moves in a spiral fashion and ends
at a point away from the surface. The streamline integration is stopped if its position does not
move more than a threshold value in any direction. The farthest point traced by this streamline
from the initial point is considered as the endpoint. The threshold value chosen for these cases

is 1076, In figure 3.11(c), the separated streamline moves in a circular fashion. The streamline
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Figure 3.11: Other paths a separated streamline can take.

integration is stopped if it passes through any cell more than 10,000 times. In this case too, the
farthest point traced from the starting point is considered as the endpoint. In some cases, the
streamline may behave similarly to the one shown in figure 3.8 but may not reach the k = 1
plane. For such cases, the streamline integration is stopped once it reaches the k = 3 plane and
has a negative velocity component in the direction normal to the surface. For a typical viscous
simulation, the k = 3 surface is very close to the no-slip boundary.

Three points on an SL - first, middle, and end point are considered in the algorithm. A
streamline is traced from the first point on the SL in a plane normal to the vortex core considered
and the endpoint is obtained. This endpoint is projected onto the surface. If the projected
endpoint lies on an AL or within three cells away from a point on an AL, the SL and that
particular AL are considered as a possible pair. The bounding box of the region traced by the
streamline can be obtained from the maximum and the minimum values of i, j, and k of the
points traced by the streamline as shown in figure 3.12. If at least one point of the vortex core
lies in this bounding box, then the SL and the AL are paired. If there is more than one surface

in the flow field, then the flow may separate from one surface and re-attach on another surface.
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Figure 3.12: The bounding box of a streamline trace.

Hence, the endpoint obtained from the streamline integration is projected onto all the surfaces
present. If the streamline from the first point of the SL does not satisfy the above conditions,
then the same procedure is applied to the middle and the last point of the SL. If the SL is still not
paired, another vortex core is considered. The same procedure is applied to every SL considering
all the vortex cores present until the SL is paired with an AL. Once an SL and an AL are paired,
a number of points (for example ten), are chosen on the SL. Streamlines are constructed from
these points and the points lying in between a streamline and the surface are assigned a scalar
value.

To differentiate the separation layers associated with different SL/AL pairs and to identify
secondary and tertiary separations, different scalar values can be used for different vortex cores
considered. To illustrate this, consider figure 3.13 where there are three SL/AL pairs and three
vortex cores. If a vortex core is associated with an SL/AL pair, a scalar value corresponding
to that vortex core is assigned to all the nodes lying in between the streamline trace and the
surface. Let f1, f2, and f3 be the scalar values corresponding to the three vortex cores. Hence
in figure 3.13, when SL; is considered with the vortex core 1, f; is assigned to the nodes in the

regions 1, 2, and 3. When SL; is considered with vortex core 2, fs is assigned to the nodes in the
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Figure 3.13: The primary, secondary, and tertiary separations.

regions 1, 2, and 3. Similarly, when vortex core 3 is considered, the nodes in region 1, 2, and 3
are assigned f;. Hence, when all the SLs are considered with every vortex core, different values
are assigned to the nodes. Table 3.3 shows the values assigned to the nodes in region 1, 2, and

3 after each SL is considered with every vortex core. It can be observed that the three regions

SL Region 1 Region 2 Region 3
VC1|VC2|VC3|VC1|VC2|VC3|VC1|VC2|VC3

S h |k |k [k |k | i |[F |5

SLy - - - - fa f3 - fa f3

SL3 - - - - - - - - I3

After

three SLs Ji,f2, f3 fi,fo, fo, 15, f3 Jis [, o, f3, 13, f3

Value

assigned f1 fo f3

Table 3.3: The different values assigned to nodes in a tertiary separation. Legend: VC - vortex
cores.

can be distinguished based on the values assigned to them. The value f3 is assigned thrice to

the nodes in region 3 and value f> is assigned twice to the nodes in region 2. Thus the nodes

in different regions can be differentiated and can be assigned a single value. An iso-surface of
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the values assigned is used to display the separation layer. The strength of the vortex associated
with the separation layer can be taken as the strength of that separation layer.

This technique assumes that the location of the vortex cores is known initially. It should
be noted that an approximate plane normal to the vortex core considered is sufficient for this
technique. The threshold values used for streamline integration and the number of points chosen
on an SL for identifying a possible pairup (three points are used here) worked well for the test
cases implemented. These values are expected to work well in most cases but different values
may be needed in some cases.

The algorithm can be summed up as follows:

1. Identify the vortex cores, SLs, and ALs using the algorithms discussed in previous sections.

If there is more than one surface, apply the technique to all the surfaces.
2. Consider a vortex core. Consider three points on the SL - first, middle, and last point.

3. Start a streamline from the first point on the SL restricting it to a plane normal to the

vortex core considered.

4. The streamline is restricted to the plane normal to the vortex core by using the reduced

velocity given by equation 3.27.

5. Obtain the endpoint of the streamline and project it onto the surface. If the endpoint is
on an AL or within three cells away from a point on an AL proceed with the algorithm.
Else, go to step 3 with streamline starting from the next point until all the three points

have been tried.

6. Obtain the bounding box traced by the streamline as shown in figure 3.12. If at least one
point on the vortex core is in this bounding box, pair the SL and the AL. Assign the nodes
between the point traced by the streamline and the surface a flag value corresponding to
the vortex core considered. If any point of the vortex core does not lie in the bounding box
go to step 3. If all the three points on an SL have been tried, go to step 2 and choose a

different vortex core.
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7. Perform the steps for all the SLs considering every vortex core. In case of a secondary or
a tertiary separation, some nodes will be assigned more than one flag value. In such cases,

assign the correct value based on the explanation given in the preceding paragraph.



CHAPTER IV

RESULTS AND DISCUSSION

The feature detection algorithms discussed in the previous chapter are tested for a few
datasets. The test cases considered are a blunt fin, a finned missile, and two-dimensional single
and double ramp cases. A brief description of each of the above cases, before presenting the

results obtained, is provided in the following sections.

4.1 Single and Double ramp case

The grids for the two-dimensional single and double ramp cases are shown in figures 4.1 and
4.2 respectively. The flow is from left to right. The free-stream Mach number in both the cases
is 4.

The pressure distribution for the single ramp case is shown in figure 4.3. The sharp change in
pressure observed in the figure corresponds to a shock. Figure 4.4 shows the normal Mach number
distribution. The nodes where the value of normal Mach number changes from greater than one
to less than one form a shock. The shock detection algorithm is applied to this case, and the nodes
identified as shock nodes are shown in figure 4.5. The nodes identified are assigned Wy ock , defined
by equation 3.4, as shown in figure 4.6. The algorithm for identifying an expansion region is also
applied and the result with Wegpansion, defined by equation 3.15, assigned to the nodes is shown
in figure 4.7. From figure 4.1, it can be observed that there is no pressure variation corresponding
to an expansion here. However, the algorithm identifies the small disturbances or oscillations in
pressure behind the shock as expansions. Except for the nodes near the boundary, the weights
assigned to the nodes identified are very small. The relatively large values of Wezpansion Occurring

at the downstream boundary can be attributed to nonphysical oscillations that occur due to an
35
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interaction of the shock with the boundary. The above results are obtained using the pressure
gradient filter discussed earlier. Figure 4.8 shows the normal Mach number distribution without
using the pressure gradient filter. It can be seen that there are small disturbances away from the
shock where the normal Mach number varies.

The pressure distribution in the double ramp case is shown in figure 4.9. There are two sharp
changes in pressure that correspond to two intersecting shocks. A variation in pressure can also
be observed behind the shock. An expansion region can be expected behind the shock. Thus
both shock and expansion detection algorithms are applied to this case. Figures 4.10, 4.11, and
4.12 show the normal Mach number distribution, the shock identified, and normalized shock
weight respectively. In this case, the intersecting shocks produce an expansion that reflects off
the ramp surface. This expansion and a non-physical expansion at the downstream boundary
are detected as shown in figure 4.13. The normal Mach number distribution obtained without

using the pressure gradient filter is shown in figure 4.14.

4.2 Expansion Fan

The case shown in figure 4.15 results in an expansion fan. The flow is from the left to right.
The upstream flow is supersonic with free-stream Mach number of 4 and the flow accelerates

across the field. Hence an expansion fan is expected. The result is shown in figure 4.15.

4.3 Blunt Fin

Figure 4.16 shows the standard blunt fin case. In this dataset, the airflow is over a flat plate
with a blunt fin rising from the plate. The free stream flow direction is parallel to the plate and
to the flat part of the fin with a free-stream Mach number of 2.95 and a unit Reynolds number
of 6.3x10e+7m~1. The flow is assumed to be symmetrical about a plane through the center
of the fin, so one half of the geometry (as shown in the figure) is considered. The results of
a flow simulation on the blunt fin are presented in [26]. Some of the results shown in [26] are

discussed here. In this simulation, the flow is considered to be steady, although in experimental
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measurements the flow is determined to be inherently unsteady and highly oscillatory. The main
features that occur in this case are a lambda shock, a pair of vortices, and separation of flow. A
bow shock exists in front of the fin. This causes the boundary layer to separate from the surface
ahead of the fin resulting in a separated flow region near the surface and a separation shock ahead
of the fin. The separation shock intersects with the bow shock resulting in a supersonic jet which
separates the two sub-sonic regions to form a lambda shock. The locations of the vortex cores
used in the technique detecting separation layer are obtained from [9]. One vortex is present on
the surface and another one is present near the nose of the fin.

Figure 4.17 shows the pressure distribution in the i = 0 plane. Figure 4.18 shows the normal
Mach number distribution in this plane. The nodes where the normal Mach number changes
value from greater than one to less than one are identified as shock as shown in figure 4.19.
Figure 4.20 shows the pressure distribution in a plane parallel to the plate (k = constant plane).
The nodes identified as a part of a shock are assigned a scalar value of 1. Figures 4.21 and
4.22 show the shock as detected using an iso-surface of an iso-value = 0.99. The lambda shock
detected in front of the fin can be seen better in figure 4.21. The bow shock in front of the fin and
the lambda shock are detected as expected. Figure 4.23 shows the iso-surface of the expansion
region.

Figures 4.24 - 4.33 show the separation, attachment lines, and separation layer as detected.
In these figures, the white lines are the separation lines and the black lines are the attachment
lines. As seen in figures 4.24 and 4.25, the velocity vectors in the plane one computational unit
away from the surface of the plate and the fin converge along the separation lines and diverge
along the attachment lines as expected. The SLs and ALs detected agree with those reported
in [26]. The vortex core locations taken as input for identifying the separation layer from [9]
are also shown in the figure. Two separation layers - one on the plate and one on the fin are
expected. Figures 4.26 and 4.27 show streamlines, starting from a few points on the SL on the
plate, restricted to an i = constant plane. The streamlines separate from the surface ahead of
the fin. Figure 4.28 shows a streamline from a point on another SL on the fin restricted to an i

= constant plane that separates from the surface of the fin and re-attaches on the plate. Figures
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4.29, 4.30, and 4.31 show the region traced by a streamline starting at different points on an
SL restricted in an i = constant plane. The nodes in such regions are assigned a scalar value of
1. Figures 4.32 and 4.33 show the separation layers identified using an iso-surface of 0.99. The

results agree with the previously known location of regions of flow separation [2, 9, 26].

4.4 Finned Missile

Figure 4.34 shows the finned missile case which is a multi-block chimera grid. It is an
“iblanked” grid since there are holes in some zones. The flow direction is shown in the figure and
the free-stream Mach number is 2.5. A cross flow separation is expected in zone 1 (the red part
in the figure). Due to the limitations of the algorithm for identifying the separation layer, it is
applied to zone 1 only. The shock and expansion detection algorithms are also applied on zone 1.
As the shock and expansion detection algorithms are local-type methods, these can be applied
to the entire grid. The results are shown in figures 4.35 - 4.39. Figure 4.35 shows the region
identified as shock. Figure 4.36 shows the expansion region as identified. The velocity vectors
in the plane one computational unit away from the surface converge along the separation line
and diverge along the attachment line as shown in figure 4.37. The white lines are separation
lines and the black lines are attachment lines. The vortex core location used for this purpose is
also shown in the figure. Figure 4.38 shows the streamlines drawn from a few points on the SL
restricted to an i = constant plane. It can be seen that the streamline separates from the surface
and re-attaches at the attachment line. The nodes in the region traced by the streamlines from
SL are assigned a scalar value of 1. Figure 4.39 shows the separation layer identified using an

iso-surface of 0.99.
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The single ramp case

Figure 4.1

The double ramp case

Figure 4.2



Figure 4.3: Single ramp: Pressure distribution.

-

Figure 4.4: Single ramp: Normal Mach number distribution.
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Figure 4.5: Single ramp: Nodes identified as shock.

Figure 4.6: Single ramp: The identified shock with W,k assigned to the nodes.
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Figure 4.7: Single ramp: The expansion region identified with Wezpansion assigned to the nodes.

-~

Figure 4.8: Single ramp: Normal Mach number distribution without using the pressure gradient
filter.



Figure 4.9: Double ramp: Pressure distribution.

o

Figure 4.10: Double ramp: Normal Mach number distribution.
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Figure 4.11: Double ramp: Nodes identified as shock.

Figure 4.12: Double ramp: The identified shock with Wy assigned to the nodes.
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Figure 4.13: Double ramp: The expansion region identified with Wezpansion assigned to the
nodes.

Figure 4.14: Double ramp: Normal Mach number distribution without using the pressure
gradient filter.



Figure 4.15: The expansion fan case.

FIN

i =0 plane
i = constant plane

Figure 4.16: The geometry of the blunt fin test case.
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Figure 4.17: Blunt Fin: Pressure distribution in the i = 0 plane.

Figure 4.18: Blunt Fin: Normal Mach number distribution in the i = 0 plane.
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Figure 4.19: Blunt Fin: Nodes identified as shock in the i = 0 plane.

Figure 4.20: Blunt Fin: Pressure distribution in a k = constant plane.
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Figure 4.21: Blunt Fin: The iso-surface of the region identified as shock.

Figure 4.22: Blunt Fin: The iso-surface of the region identified as shock.
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Figure 4.23: Blunt Fin: The iso-surface of expansion region.

\

WL T

White: Separation line, Black: Re-attachment lines, Blue: Vortex core

Figure 4.24: Blunt Fin: The velocity field in the plane one computational unit away from the
surface of the plate.
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White: Separation lines, Black: Re-attachment lines, Blue: Vortex cores

Figure 4.25: Blunt Fin: The velocity field in the plane one computational unit away from the
surface of the fin.

Figure 4.26: Blunt Fin: Streamline starting from points on an SL on the plate restricted to an i
= 0 plane.
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Figure 4.27: Blunt Fin: Streamlines starting from points on an SL on the plate restricted to an
i = constant plane.

Figure 4.28: Blunt Fin: Streamlines starting from a point on an SL on the fin restricted to an i
= constant plane.



Figure 4.29: Blunt Fin: The region identified as separation layer in i = 0 plane.

Figure 4.30: Blunt Fin: The region identified as separation layer in an i = constant plane.
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Figure 4.31: Blunt Fin: The region identified as separation layer in an i = constant plane.

Figure 4.32: Blunt Fin: The iso-surface of separation layers.
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Figure 4.33: Blunt Fin: The separation layer near the nose of the fin.

Flow
direction

Zone 1 (red part)

Figure 4.34: The geometry of the finned missile.



Figure 4.35: Finned Missile: The iso-surface of the region identified as shock.

Figure 4.36: Finned Missile: The iso-surface of expansion region.
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White: Separation lines, Black: Re-attachment lines, Blue: Vortex core

Figure 4.37: Finned Missile: The velocity field in the plane one computational unit away from
the surface.

Figure 4.38: Finned Missile: Streamlines starting from an SL restricted to an i = constant plane.



Figure 4.39: Finned Missile: The iso-surface of separation layer.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

The present work deals with automated feature detection that is appropriate for the EVITA
system. The feature detection module should identify the important features in CFD datasets
automatically and assign a scalar value to every point identified to represent the relative
strength of the feature at that point. As a part of the feature detection module, a library
for automatic feature detection has been developed [14]. Shocks, expansion regions, separation
lines, attachment lines, vortices, and regions of flow separation are considered in this work.

The algorithm for shock detection based on [8] can be used for both steady and transient
shocks. The results for the test cases are as expected. It is observed from the results that
the filter based on the pressure gradient is effective in discarding the small disturbances in the
pressure gradient. The nodes identified are assigned a scalar value as required by the EVITA
system. The strength of the shock at a particular point can be deduced from the scalar value
assigned to the point. The algorithm for detecting expansion region also produced results as
expected.

A new algorithm for identifying a separation layer is developed. This technique uses the
locations of vortex cores, separation lines, and attachment lines as input. The separation and
attachment lines are identified using the algorithm given in [13]. The algorithm for detection
of separation layer is designed to work on cases where there is a vortex core associated with
every pair of SL/AL. The results obtained for the test cases are as expected. The technique
works well even when there is more than one surface in the flow field. It should be noted that

an approximate plane normal to the vortex core considered is sufficient for this technique. The
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threshold values are chosen worked well for the test cases implemented. Different values may be
required for other cases.

However, the above technique has some limitations. A case where the flow separates from a
surface in one block of a multi-block grid and re-attaches on a surface in another block cannot be
solved using the current implementation. Since this approach is a global-type feature detection
technique, information between two blocks is needed for streamline integration and endpoint
projection. The present algorithm does not communicate this information between the two
blocks. Also, in the technique implemented, it is assumed that an SL/AL pair always has a
vortex core associated with it. This may not occur for some flow separations. These cases may

be included for the future work in the field of feature detection.
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